Spectrally encoded spectral imaging
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Abstract: Spectral imaging, i.e. the acquisition of the spectrum emitted from each sample location, is a powerful tool for a wide variety of applications in science and technology. For biomedical applications, spectral imaging is important for accurate analysis of a biological specimen and for assisting clinical diagnosis, however it could be challenging mainly due to the typically low damage thresholds and strict time constraints. Here, we present a fiber-based technique termed spectrally encoded spectral imaging (SESI), in which a fully emitted spectrum is captured from each resolvable point of a specimen using an additional lateral scanning of the spectrally encoded line. The technique is demonstrated by capturing spectral data cubes of a color print and of a green leaf, and its potential advantage in signal-to-noise ratio is theoretically discussed. Using a miniaturized grating-lens configuration, SESI could be conducted endoscopically, allowing minimally invasive color and spectral imaging in remote locations of the body.
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OCIS codes: (110.4234) Multispectral and hyperspectral imaging; (170.2150) Endoscopic imaging; (060.2350) Fiber optics imaging; (330.1710) Color measurement.
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1. Introduction

The optical spectrum emitted from a specimen carries invaluable information regarding its structure, chemical composition and physical parameters. Spectral imaging, a combination of imaging and spectroscopy, provides three dimensional spectral cubes which contain the spectra of all the points of the imaged object. Spectral imaging has been shown useful for a wide variety of applications, including earth sciences, oceanography, homeland security, the food industry, as well as for biomedical and clinical applications.

Optical techniques for acquiring full spectral images often include a wavelength dependant optical module and an imaging system for capturing spectral information. Due to the large amount of acquired data, a main challenge of spectral imaging is the total measurement time required to complete the acquisition of a full data set. In its most basic form, spectral imaging is accomplished by successively acquiring a series of images through different color filters [1–4]. Other approaches for capturing spectral cubes employ wavelength dispersion using diffractive elements such as gratings and prisms. These methods often require scanning of the specimen point-by-point in sequential lines [5]. The total acquisition time frames using these approaches depend on the specific scanning mechanism used and on the signal-to-noise ratio (SNR), which in many applications is limited due to the maximum light intensity that the sample could tolerate without being damaged. Using low coherence interferometry, spectral imaging with significantly higher SNR was demonstrated, in which spectral information was extracted by calculating the Fourier transform of three-dimensional interferograms acquired while scanning the optical path of a reference image [6,7].

In the biomedical research, spectral imaging was demonstrated useful for a wide variety of applications, including spectral karyotyping [8], live cell imaging [9], and the characterization of breast carcinoma cells [10]. For in vivo clinical applications, spectral imaging could be difficult to perform due to practical concerns such as the maximum tolerated light intensity and the restricted imaging time. While the skin surface is relatively accessible and allows effective non-invasive spectral imaging [11], internal organs require specific endoscopic instrumentation for effective imaging. Force bundle endoscopy was demonstrated capable of in vivo fluorescence analysis [12,13] and hyperspectral imaging of early stages of cancer by using a wavelength swept source [14] or a liquid crystal tunable filter [15]. Recently, a single
fiber endoscope that uses rapid distal scanning [16,17] was demonstrated promising for the screening of esophageal cancer and Barrett’s esophagus using spectral imaging with multi wavelength illumination and color sensitive detection [18].

Spectrally encoded confocal microscopy (SECM) and spectrally encoded endoscopy (SEE), first presented by Tearney et al. [19], are minimally invasive, single fiber imaging techniques which utilize a dispersive element and a lens to angularly disperse and focus a broadband light to a transverse line on a specimen. In this approach, the reflected spectrally encoded light is collected by a single fiber and measured by a spectrometer for mapping the spatial reflectance. A two dimensional image is formed by slowly scanning the spectrally encoded line across the sample, for example, by rotating the imaging probe. Since only a single wavelength is detected from each point on the sample, spectrally encoded imaging is not suitable for spectral imaging at its most basic form of image acquisition; moreover, colored specimens would appear with visible local artifacts as a result of the space-wavelength encoding process. Recently, this problem was addressed by demonstrating color-sensitive SECM system [20] which utilized three optical fibers to simultaneously illuminate each point on the sample with three wavelengths from the red, green and blue parts of the spectrum. While this method would allow real-time color imaging without additional scanning, its color vision is still limited toward the edges of the frame, and the field of view is often restricted since only a small portion (approximately one third) of the entire spectrum is used for spatial encoding.

In this paper we show that by using an additional scanning of the spectrally encoded frame in the direction parallel to the spectrally encoded line, the full color of the specimen could be acquired without changing the basic configuration of the imaging probe. Moreover, by scanning at sufficiently small steps, the full spectrum of the emitted light could be computed for each point on the sample, producing a three-dimensional spectral cube with a spectral resolution which equals that of the imaging system. At certain system configurations and illumination parameters, this technique would allow capturing spectral cubes with sensitivities that could potentially exceed those of current state-of-the-art point-scanning and line-scanning techniques.

2. Experiment

Our bench top spectrally encoded spectral imaging (SESI) system (Fig. 1) consisted of a single spectrally encoded collection channel and a separate broadband illumination [21]. Sample illumination was carried out using an incoherent broadband source (Halogen and Mercury lamps) coupled into a fiber bundle light guide whose distal end was positioned approximately 5 mm away from to the sample surface. At this configuration, we estimate that less than 1% (3 mW) of the total illuminating power was overlapping with the spectrally encoded imaging line. Alternatively, a beam from a spatially coherent supercontinuum source (Fianium Inc. SC-400-4) was focused onto a transverse line on the sample by first focusing the beam onto a galvanometric scanner (GS) using an achromatic lens (L3, 125 mm focal length), and imaging the focused spot using a 2f-2f configuration with a cylindrical lens (CL, 100 mm focal length). In order to reduce coherent speckle noise, the galvanometric scanner was actuated by a sinusoidal waveform at frequency that equaled half of the line acquisition rate, allowing for 12° angle scan during each line exposure.

Light scattered from the sample was collected by an imaging lens (L1, 25 mm focal length, 25 mm diameter), diffracted by a transmission grating (G, 1200 lines/mm, Wasatch Photonics Inc.) and focused into the core of a single-mode optical fiber (SMF, Nufern, S405-HP) using an achromatic lens (L2, 40 mm focal length). The spatial interval $\delta x$ along the wavelength axis at the center field of view was then related to the corresponding wavelength interval $\delta \lambda$ according to [22] $\delta x = G \delta \lambda / \cos \theta_0$, where $G$ denotes the grating groove density, $f$ denotes the focal length of the imaging lens (L1) and $\theta_0$ denotes the Littrow’s angle.
The light emanating from the optical fiber was collimated by an objective lens (Leica, Achromat, 0.1 NA) and directed into a spectrometer comprising a 1800 lines/mm transmission diffraction grating (Wasatch Photonics Inc.), a multi-element lens (Nikon AFC, 50 mm focal length) and a high sensitivity back-illuminated electron multiplication charged coupled device (EMCCD) camera (Andor Technology plc., DU970N-BV). High spectral acquisition rates (up to 1300 spectra per second) were accomplished by using a crop of ten lines of the EMCCD. The optical configurations at both ends of the fiber were optimized for high transmission efficiency at 450-650 nm, with the wavelength of 550 nm diffracting at Littrow’s angles.

Three-dimensional spatial-spectral data cubes were obtained by scanning the sample laterally using two motorized translation stages, where the fast (y) axis was used to obtain a two-dimensional “monochrome” image, and the slow (x) axis scanning was used to obtain the spectral information. At this configuration, each point on the sample is sequentially imaged by monotonically increasing wavelengths within the total illumination bandwidth. The highest possible spectral resolution $\Delta \lambda_{\text{max}}$ is thus equal to the width of the point-spread function (PSF) of the system in wavelength units [22]:

$$\Delta \lambda_{\text{max}} = \frac{0.1029 \lambda \cos \theta_o}{DG},$$

where $D$ denotes the effective diameter of the imaging lens L1. In order to ensure optimal sampling of the spectrum, the shift of the spectrally encoded frames along the x axis $\Delta x$, should not exceed one half of the spatial resolution: $\Delta x \leq 0.5 f / D$. In a confocal configuration of the spectrally encoded system, in which the illumination PSF is similar to the imaging PSF, both spectral and spatial resolutions would be approximately 35% higher than those of non-confocal systems [22], hence requiring 35% smaller sampling steps along the x axis.

3. Results

In order to demonstrate spectrally encoded color imaging using a single collection fiber, three two-dimensional images of a black-on-white USAF-1951 scattering resolution target were captured while the sample was translated along the wavelength (x) axis between successive frames (Fig. 2a). The three gray-scaled images were first normalized by dividing each
spectrally encoded line by a reference spectrum which was acquired by imaging a single line of the white portion of a color calibration chart. The normalized images were then color-coded digitally using the corresponding RGB values for each encoding wavelength, and were summed to form a composite color image (Fig. 2a). At its central part, the composite image contained three principle colors that allowed the measurement of the actual (white) color of the resolution target. However, at the edges of the composite image, not all three monochromatic wavelengths were present for each point, resulting in colors which are biased toward blue and red hues at the right and left hand parts of the image, respectively. The effective color gamut of the image at the locations marked by dashed, solid and dotted arrows in Fig. 2a, are drawn on a CIE-xy chromaticity diagram using solid, dashed and dotted triangles, respectively (Fig. 2b). Compared with the gamut of the sRGB standard color space used by many commercial display devices (marked by a gray triangle) the composite color image has equivalent color range, with the exception of the leftmost part of the image which lacks blue hues, showing noticeable bias toward yellow.

Fig. 2. Spectrally encoded color imaging through a single collection channel. (a) Three laterally translated color-coded frames added to produce a color image of a black-on-white printed resolution target. (b) A CIE-xy diagram with three color gamut triangles corresponding to different spatial lines in the resolution target, marked by the dashed, solid, and dotted arrows in (a). The color gamut of the standard sRGB color base is marked by a gray triangle. (c) A color image of the resolution target, assembled from thirty wavelength-encoded frames which were gradually translated in the wavelength (x) axis.

While three wavelengths at the blue, green and red parts of the spectrum would be sufficient for color imaging in a spectrally encoded imaging system [20], additional spectral information could be obtained by capturing a higher number of frames separated by smaller displacements along the x-axis. A composite image of 30 raw images of the test target is shown in Fig. 2c, for which the target was moved by steps of 0.48 mm in the wavelength (x) axis between frames, corresponding to approximately 14 nm steps in the encoding wavelengths of each point. Without any color adjustment, the central region of the white resolution target had a slight yellowish hue, which is attributed primarily to inaccuracies in our spectral normalization algorithms at the edges of each individual frame and to the nonlinearity of the diffraction angle with respect to wavelength. Note that while the true white
color of the target was not fully recovered at the edges of the composite image, the image could still reveal spatial features of the resolution target, albeit with strong color casts due to the missing parts of the spectrum. Evidently, additional scanning in the x axis would increase the total field of view, and consequently the region in which accurate color could be reproduced. Moreover, by decreasing the lateral steps between acquisitions, spectral resolution could be as high as $\Delta \lambda_{\text{max}}$ (Eq. (1)). As a result, the data collected from each point on the sample would contain not only its perceived color, but also the full spectrum of the scattered light.

In order to demonstrate high resolution spectral imaging using spectral encoding, we imaged a color pattern printed on a white paper using a commercial color inkjet printer (Fig. 3). The three-dimensional raw data cube (Fig. 3a) contained 73 monochromatic (16 bit) 1600 (x) by 500 (y) pixel frames which were gradually shifted in the x axis by 0.25 mm, corresponding to approximately 9 nm shifts of the encoding wavelengths. Exposure time for each encoded line was 1 ms, resulting with a total exposure time of 36.5 s for the entire data cube. A single $y-\lambda$ cross-sectional plane through the data set (Fig. 3b) contained the full spectra emitted from each point along the dashed white line in Fig. 3a. Two reflection spectra, corresponding to blue (solid curve) and red (dashed curve) color spots of the printed image are shown in Fig. 3c. For visualization of the actual color of the sample, the data was collapsed onto a $1600 \times 500 \times 3$ matrix by calculating the projection of the acquired spectra onto the three RGB vectors (Fig. 3d). For comparison, a photograph of the printed pattern using a digital camera is shown in Fig. 3e, where the white regions of the paper outside the field of view were used for white balance calibration.

Using spatially coherent light, one can increase the signal efficiency of SESI by using higher illumination irradiance. In order to demonstrate SESI using spatially coherent illumination, approximately 10 mW from the supercontinuum source were focused by a cylindrical lens (see Fig. 1) to illuminate a broadband line on the sample, which was wider (20 $\mu$m) and slightly longer (12.8 mm) than the 1 $\mu$m $\times$ 10 mm spectrally encoded line. The
spectral data cube of a green leaf attached to a microscope slide (Fig. 4) was digitally assembled from 65 spectrally encoded frames, repeatedly shifted by 0.2 mm along the wavelength (x) axis, corresponding to spectral sampling intervals of approximately 6.5 nm. Exposure time was 50 ms per line, resulted in 20 s exposure per single frame and a total of 11 m for the entire data set. A color image of the leaf, reproduced by projecting the acquired spectra onto the three RGB vectors, is shown in Fig. 4a. A photograph of the leaf acquired by a digital camera is shown in Fig. 4b as reference, in which the white background was used for white balance calibration. The measured spectrum from the region marked by a white circle in Fig. 4a is plotted in Fig. 4c (solid curve) and compared with a spectrum measured from the same region using a commercial spectrometer (Ocean Optics Inc. USB4000). A good overlap between the two spectra is evident in the wavelength range of 480 nm to 650 nm, where the deviation between the spectra below 480 nm is attributed to the low SNR at this part of the spectrum, caused by the combined effect of the low source power below 450 nm, low diffraction efficiency of the gratings below 480 nm, and the low reflection of the leaf at this wavelength range.

4. Signal-to-noise ratio

The ability to conduct spectral imaging could be a useful feature in any future spectrally encoded endoscopic system. The main advantage of this approach is that the SEE imaging probe does not need to be changed; it could still acquire gray-scale reflectivity images with high sensitivity (80 dB [23]). For color and spectral imaging at low spectral resolutions, the SNR of the integrated image would not drop significantly since the shorter acquisition time frames would be compensated by the acquisition of multiple images of the same regions. Applications which require high spectral resolutions are not expected to be limited by SNR, but rather by the accuracy of the scanning mechanism, the total acquisition time, and the data processing.

In SESI, the signal (in electrons) measured for each resolvable element \((x,y,\lambda)\) is equal to

\[
Q_e r \left( \frac{I_{\text{max}}}{s} / h \nu \right) t, \quad \text{where} \quad Q_e \text{ denotes the detector quantum efficiency,} \quad r \text{ denotes sample reflectivity,} \quad I_{\text{max}} \text{ denotes the maximum permissible exposure (MPE) in units of W/cm}^2, \quad s \text{ denotes the area of a single spatial resolvable element,} \quad \nu \text{ denotes the optical frequency, and} \quad t \text{ denotes the exposure time of a single resolvable element. When both the illumination and collection channels are spectrally encoded, each pixel in a single } N \times N \text{ pixel frame is sequentially illuminated by a single wavelength only, while the detection of the light reflected from that pixel is performed on a single detector during the entire exposure time given by}
\]
$$t = \frac{T}{N + N + M - 1}$$, where $T$ denotes the total imaging time and $M$ denotes the number of (spectral) resolvable elements in the wavelength axis. Assuming that dark current is the dominant noise source (neglecting shot noise and read noise) the SNR is given by $(N,M >> 1)$:

$$\text{SNR}_{\text{SESI}} = \frac{Q_r r l_{\max}^s T}{\frac{1}{\sqrt{D \frac{T}{N + N + M}}}} = \frac{Q_r r l_{\max}^s \sqrt{T}}{\frac{1}{v \sqrt{D}} \sqrt{\frac{1}{N(N + M)}}}.$$  \tag{2}

where $D$ denotes the dark current in electrons per second per pixel.

In comparison, when scanning the sample point-by-point with a tightly focused laser beam and measuring its spectrum to obtain a spectral image, the signal measured for each resolvable element $(x,y,\lambda)$ is given by $Q_r r (l_{\max} s/\nu) M / t_{p-p}$, where $t_{p-p} = T / N^2$ denotes the exposure time for a single pixel in point-by-point scanning. Assuming that dark current is the dominant noise source, the SNR for point-by-point spectral imaging is given by:

$$\text{SNR}_{p-p} = \frac{Q_r r l_{\max}^s T M}{\frac{1}{\sqrt{D \frac{T}{N^2}}}} = \frac{Q_r r l_{\max}^s \sqrt{T}}{\frac{1}{v \sqrt{D}} \sqrt{\frac{1}{MN}}}.$$ \tag{3}

When the sample is scanned by an entire focused line and the spectral cube is acquired by a two-dimensional CCD [5], each spatial pixel in the image could still be illuminated by irradiance $l_{\max}$, however the total exposure time would now be $N$-times longer than that of point scanning, thus the SNR for line-by-line spectral imaging is given by:

$$\text{SNR}_{l-l} = \frac{Q_r r l_{\max}^s T M}{\frac{1}{\sqrt{D \frac{T}{N}}}} = \frac{Q_r r l_{\max}^s \sqrt{T}}{\frac{1}{v \sqrt{D}} \sqrt{\frac{1}{MN}}}.$$ \tag{4}

Assuming, for brevity, that the number of resolvable wavelengths is equal to the number of spatial resolvable elements ($M = N$) we finally obtain:

$$\text{SNR}_{\text{SESI}} : \text{SNR}_{l-l} : \text{SNR}_{p-p} = \frac{N}{\sqrt{2}} : \sqrt{N} : 1,$$ \tag{5}

implying that SESI has an SNR advantage over line-by-line and point-by-point scanning by a factor which equals $\sqrt{N/2}$ and $N/\sqrt{2}$, respectively. Note that the additional field of view at the edges of the SESI frame, which do not contain full spectral information, where not considered in the derivation of Eqs. (2) and (5).

The large advantage in SNR of SESI over other spatial scanning techniques, as reflected in Eq. (5), holds only when the illumination and the collection channels are both spectrally encoded. In specific configurations where one of the channels is not spectrally encoded, for example when using broadband widefield illumination as presented in the above experimental demonstration, the signal, and consequently the SNR, would be $M$-times smaller than that used in Eq. (2). One important consequence of this requirement is that SESI of fluorescent samples, although technically feasible, would not have any SNR advantage over existing spectral imaging techniques since fluorescence detection require either the illumination or the collection channels to be non-spectrally encoded [21,24,25]. Two other experimental factors
which may reduce the SNR advantage of SESI include the use of detection systems in which read noise or shot noise could not be neglected compared to the dark noise, and when imaging a specimen having an additional energy-dependant damage threshold (often provided in units of J/cm²). In these cases, both SESI and line scanning would benefit less from their reduced illumination irradiance.

A direct SNR comparison between SESI and other methods that utilize variable color filters, wavelength swept sources, and low coherence interferometry, would largely depend upon the exact technological parameters of the imaging systems, and is beyond the scope of this work. In general, these approaches often rely on full-field sample illumination, and are thus expected to have a higher SNR, provided that the systems' speed and performance are not limited by the specific instrumentation (i.e. camera, variable filters, and light source) that is being used.

5. Discussion

Spectral imaging using spectral encoding provides a detailed analysis of a specimen using a single-mode imaging fiber. This technique could be implemented within a multi-channel spectrally encoded system (see Ref [21].) and in endoscopic systems with ultra-miniature imaging probes.

Unlike other spectral imaging methods, the spatial and spectral resolutions of SESI are directly linked; the maximum number of resolvable wavelengths is essentially limited by the number of resolvable points in a single frame. By controlling the lateral shift between frames, the user can chose an arbitrary wavelength sampling steps for balancing between spectral resolution and total acquisition time. Incorporated into a bench-top optical microscope or as a stand-alone imaging system, SESI could be designed to produce high spatial and spectral resolutions: neglecting optical aberrations, an imaging system comprised of 10 mm diameter objective lens, 1500 lines/mm diffraction grating and 400 nm source bandwidth, would be limited only by the number of available pixels of current state-of-the-art line-scan cameras (8192 pixels), resulting with submicron lateral resolutions and up to 0.05 nm spectral resolution. The broadband illumination source could be spatially incoherent, allowing for a versatile, speckle-free imaging, or spatially coherent, resulting in signal efficient imaging with higher SNR. Whereas SESI was demonstrated useful for capturing the spectrum of light scattered from a specimen, it could also be utilized for simultaneous imaging of multiple fluorescent labels [8], albeit at relatively low SNR [21].

For minimally invasive endoscopic applications, SESI enables effective color imaging using only a single collection channel. In contrast with the previously demonstrated approach for color SEE [20], SESI utilizes the entire spectrum for imaging and would allow color imaging without changing the basic probe configuration. Unlike the bench-top system, high resolution SESI would probably be more challenging within the constraints of a miniature spectrally encoded endoscope [26]. Clinical applications of endoscopic SESI would require slow scanning of the field of view along the wavelength (x) axis while continuously acquiring images. For example, using a 500 μm diameter endoscopic probe with 1500 lines/mm grating and 400 nm total source bandwidth, a full spectral (square) image would contain up to 960 data points with a maximum of 960 resolvable wavelengths. However, achieving such high spectral resolution would be extremely challenging due to the limited scanning accuracy and navigation of the distal end of the endoscope. Motion artifacts and the non-Cartesian geometry of the field of view [22] would also decrease the spectral resolution. One possible approach to reduce these effects would be to apply sophisticated image processing algorithms on the acquired sequence of images, which would identify specific patterns and compute the actual lateral shift of the field of view for the different parts of the image. The spectrum at each point in the image could then be retrieved at sampling wavelengths that would depend on the relative displacement between the probe and the tissue. Using such an approach would
require intensive data processing that would limit the ability to work in real time acquisition modes.

In summary, we have demonstrated a new method for conducting color and spectral imaging using spectral encoding by scanning the two-dimensional spectrally encoded frame along the wavelength axis. This method was demonstrated by spectral imaging of a resolution test target, a color printed image and a live green leaf. Using spectral encoding at both the illumination and the collection channels, SESI would have an improved SNR over current point and line scanning techniques, and would provide spectral resolution which is limited only by the optical properties of the imaging optics.
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